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SNA Symposium 15 January 2008

¢ 2008 Strategy Goals:

]/— Decouple hardware from software

v/ — Componentize combat systems architecture R
and common information standards — e s o et
government owned architecture and interfaces

v/ — Establish a combat system product line

approach based on a common objective
architecture

]/— Decouple combat system development from
platform development while continuing to
accommodate platform specific needs

]/— Compete where and when appropriate
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4. | o0king Ahead to Advanced Capability Build
4 (ACB) 12 and Beyond

¢ Combat Systems must transition to a network-based
COTS Computing Environment to support future
warfighting improvements

¢ System Engineering Guidance has been documented, will
be updated based on experience

¢ We will continue the transition to a network-based COTS
Computing Environment as fast as feasible

¢ Competitions are being conducted when and where
appropriate

Increased computing power and network-based perform ance will enable

significant combat system warfighting improvements
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Surface Navy Combat System

Transition to Objective Architecture On Track

As of November 2009

¢ Decoupling of Software from ¢
Hardware on NIMITZ & BUNKER
HILL completed

¢ NIMITZ final SSDS Software Cert
completed June 09

¢ BUNKER HILL CSSQT
successfully completed 30 July 09

¢ BUNKER HILL Software Cert
completed November 09

\

2012

¢ Aegis modernization (ACB 12)
component level interfaces
delivered at CDR (1Qtr FY10) and
with each delivered computer
program build

¢ SSDS interfaces already
documented at component level

4 Small number of common
components integrated in both
Aegis & SSDS-ACB 12
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Legacy Components RCIP

3 Party Development l S&T Rapid Development

} Aegis \ Objective Architecture /
Component Development
available for competition,
where appropriate, starting in 2009

« Defined superset component requirements
« Establish interfaces IAW objective architecture
« Develop/deliver authenticated components

AMOD

SSDS } ssps NN

DDG 1000 } oo /
<

A component is a bounded module with:
« Associated requirements (in DOORS)

Available for
Common } fielding in FSC

Al and backfit in

2014 & beyond

Library

« Design description
 Defined Interface (modeled in UML)

2014 - 2022

4 Number of common components will increase with each ACB
eventually moving to a common software core for all Surface
Navy Combat Systems

¢ Required warfighting capabilities will determine which
components modified
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Sutace Navy Combat Systems Devsepmen:Ststeay

Surface Navy
Combat Systems
Development Strategy

Acquisition Management Plan

(AMP)
Version 1.0
18 December 2009
Program Executive Officer
Integrated W arfare Systems
(PEO IWS)
. SYSTEMS ENGINEERING Frogeem Evautivs Sk
Program Executive Office
Integgrated Warfare Systems MANAGEMENT CONCEPT OF Ty .',':::;:';,h""'-'
OPERATIONS
ACry AHCED CAPABLITY BamD |ACE) 1
TECHROL O B EERTION (T
PLANNEG PROCESS
AUGUST 2009
USER-E GUDE

Department of theNavy
Program Exeattive Office,Itegrated Warfare Sysemns
1333 Iseac Hull Avenue SE
Washingon Navy Yard, DC 20376

January 2010

SURFACE MAVY COMDAT SY GTEMD
BOFTWARE PRODUCT LINE ARCHITECTURE

ARCHITECTURE CEECRIFTION DOCLRATN

System Engineering Guidance to align PEO IWS’

efforts beginning with POM 12
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Surface Warfare Tactical Requirements Group (SWTRG)
ACB Content Definition Process

4 N86 defined Advanced Capability Build (ACB) content for the Acquisition Community

— Informal, collaborative approach between Action Officers and PEO IWS SIPMs / MPMs for
content definition and alignment

— i NIt Required attendance for:
SWTRG is formal content definition governance process T e iste Miseile Defense

capability issues

4 N86 will document ACB content requirement via formal 2. Intelligence capability issues
documentation (e.g., Commander’s Guidance Letter) ESG 3. Amphibious capability issues

4. Aircraft Carrier capability issues
N86 (Chair)

¢ Approved ACBs will require resourcing to the approved CNSL  NGF
requirement ' ABMD *N22 °N85 ‘N88

BOD
\

NS6E / N86F (Co-Chair)
(=] )

CNSL N8 ACOS Requirements & Assessments
N6F2 COTP Applications
N6F4 Program Integration and Interoperability
N6N1 Afloat and Shore Networks
N862 Current Ships
N864 Maritime Warfare Systems / Strike Warfare
N865 Theatre Air and Missile Defense
N866 Combat Systems Integration
N867 AntiTerrorism / Force Protection / CBRN
1PD-452

N22 Technical liaison to N86
3N853 Amphibious Warfare
“N885 Deputy Aircraft Carriers

PEO IWS Execution Review

Fleet
Requirements Science & Technology (S&T)

a
>~ Program of Record (PoR)

a ) i — i Working Group
N86 Rapid Capability Insertion N866 (Chair)

N6F21 Operational C2 N865C EW
’ Process (RCIP e N864A ASW i N867F1 ATFP/ EMIGVBSS
Com mander S ( ) N6F22 Tactical Picture / N864F Strike / Tomahawk N865G Missile Systems N867F2 CBRN

H Interoperability .~ N865R Radars
" N864G Naval Surface Fire 1pPD-452
Guidance k ) N6F413 C4l ReqLurementSSuppOn N866C CEC 2N22 Technical liaison to N86
Integration N865A Air Defense N866J IAMD / NIFGCA s N853C Amphip Ship Req
N6N1 ISNS/CANES N8658 BMD N8660 OA / SFI 4N885D In-Service CVN

. N862C CG / DDG Mod 1pD-452 N866T Training / 4N885E Future CVN
PEO IWS Execution Letter

Navigation

SWTRG SWTRG SWTRG Executive

NCD

Working Group Board of Directors Steering Group Annex

(BOD) (ACB ESG)
Flags

Financial
Input
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N Major Warfighting Capabilities Delivered
» Through Advanced Capability Builds (ACBs)

¢ ACB 08
— Decoupled software from hardware with COTS
¢ ACB 12

— Network-based COTS computing environment with signi ficant
computing performance improvements (AMOD)

— Common Processor System (CPS) / Common Display Syst em (CDS)

— Common Track Manager / Track Server componentsin S  SDS
(CVN 78) and AMOD ships

— Initial MH-60R capability (CVN)
— Naval Integrated Fire Control — Counter Air (NIFC-CA ) (AMOD)
— Ballistic Missile Defense (BMD) Capability 5.0 (AMO D)
— SM-6 (AMOD)
¢ ACB 14

— MH-60R Control Common Components will be introduced into SSDS
and Aegis Combat Systems Across ACB 14 & 16 as deve lopment
funding permits

— Full ACB 14 definition under development in conjunc tion with POM 12
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Aegis Weapon System Hardware
Architecture Roadmap

. BIL 1/12/3/4/5 BIL 6 Ph llllIT BIL 7 Ph I ACB 08/Ti 08 ACB 12/Ti 12
Pre-Aegis

ACB 16/TI 16
DDG 51-78 DDG 79-90 DDG 91-112 Advanced Capability
CG 47-73 CG 66& 69

Build/(ACB)
Tiechnology Insertion (i)

Year 1960

)
Weapon i
System is

R

MIL Spec Design

1980 1994 2002

MIL Spec Design

) o . (MCE) Common Processing Common Processing

Mixed COTS and Mission Critical A Scaleable Pool of System (CPS) & MCE System (CPS) & MCE

MILSpec Design Enclosure (MCE) Interchangeable A Scaleable Pool of A Scaleable Pool of
All COTS computers Processors

Interchangeable Processors  Interchangeable Processors

Processors UYK.7 === UYK-7 UYK-43

ey UYK-43/44+ ey COTS ey COTS oy COTS m— COIS
UYK-20 UYK-44 Adjunct COTS SMP’s Blades Blades

TBD
Normalized

Equivalent 2 UYK-43 === @ =" 120 UYK-43 @ -
Capability

Connectivity
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SSDS Combat System Transition to
Open Architecture

¢ SSDS used modular
design and development
to fulfill self defense
requirements across
multiple platform types
with existing combat
system elements

¢ SSDS MK 2 OA adds
flexibility to accommodate
change (threat, sensors,
weapons, requirements,
ship class modifications)

¢ Computing infrastructure =
common with Aegis e =
. . . | abtde, b e o
middleware fielded in @ TIPD . bk,  LLPD 21sD Legend c
NIMITZ FY08 ST i I

I AcB 12

ACB 14

B ACB 16 and Beyond

Open Computing Hardware is Foundation for New Capab ility

Surface Navy Combat Systems Development Strategy Up  date — 12 January 2010 Distribution Statement A: Approved for Public Release: Distribution is unlimited 9



Aegis Combat System Transition to

Open Architecture

¢ The AEGIS system was initially
designed as an integrated and
tightly coupled hardware and
software Combat System

¢ OA-based ACB08/ TI08 (CR2)
hardware and software
installed in BUNKER HILL in
FYO08 using modular design

¢ Computing infrastructure
common with SSDS
middleware fielded in
BUNKER HILL FY08

¢ CG 47 Class completion
Network-based Open
Architecture Computing
Environment in 2017

¢ POM 10 Estimates for DDG 51
Class Show Transitioning
— 3 ships/year FY12-16
— 6 ships/year FY17-on
¢ DDG 51 Class will complete
Transitioning to Network-based

Open Architecture Computing
Environment in 2026

5.
USS Bunker Hilll

2 CGs

Legend

Capability

Il ACB 08
Il ACB 12
Il ACB 14
ACB 16
I ACB 18 and Beyond

Open Computing Hardware is Foundation for New Capab ility
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Transitioning to Objective Architecture
Based Combat System

2008 2012 2014-2022 Objective Architecture

* Aegis designed as an « Aegis modernization (ACB 12) ¢ Number of common components e

integrated combat system component level interfaces will increase with each ACB
« Aegis ACB 08/ Tl 08 decoupled delivered at CDR (1Qtr FY10) and moving to a common software

hardware from software with each delivered computer core for all. Surface Navy Combat
+ SSDS designed with federated program build S S

combat system network and ¢ SSDS interfaces already

hardware decoupled from documented at component level

software » Small number of common —— PR
+ SSDS ACB 08 adds open components integrated both Aegis | St ACB 14-22 ey

standard middleware & SSDS ACB 12 Si ~__ - | - :
¢ Future capability improvements Snsor >*< Weapons Mgt. ormenroms (ST ==

planned for both programs . ~—— —

through Advanced Capability < Cogg:ft‘pgf & >

Build (ACB) | =

‘_ _ SSDSACB 12  — Display Weapon Controller

Coordlnated interface (blue)
End State 100% Government Controlled
Element and Component Level Interfaces

Aegis ACB 12

— _ SSDS ACB 08 A_,:q_

Sensor \— ~—~~ Weapons M__ D

Government Controlled Element and Selected
Component Level Interfaces

Correlated Interface - Contractor described & controlled;
not vetted through government coordination process

Coordinated Interface - Government Controlled and Validated

*Number of components shown is limited for illustra tive purposes. Refer to ADD or top level objective
architecture for additional component decomposition

Aegls ACB 08

Government Controlled Element Level Interfaces Req u I red Warfl g hti ng Cap abi I Itl eS dete rm I ne

components modified
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Surface Combat System
Top Level Architecture

Operational Command & Control
GCCS, NE|CC, NCCT

Platform.Adaptation._..._____
n . e - r 1l e
External Communications Display [ —Frmom Platiorm Vehicle Control
Domain Domain Specific _Specific Domain Vehicles
GUIs Display Apps | — Fixed Wing
Link 16 Launch/ MH-60R
STDLJ Common Core; Vehicle Vehicle Vehicle Recovery ——Small Boats
JRE . — Domain | . inator| | Sensor -L_Module | UAV
Link 11 DL Interface Common Manager| [ poordinator] — tjgx
Link 22 Controller Common Displa i ; i
CDL.N —— GUIs play Vehicle Vehicle Vehicle Vehicle
Comms Apps chedule Weapon Comms | |Controller
Domain Coordinator | €oordinator] Missiles
— | Manager | Sart o
DDS TACSIT GUI Remote | Operator SM-2
SATCOM Display Display Display Task t [ SM-3
SIPRNET Router External Services Services Controller Manager Weap_on Mgrr . — SM-6
—_— Comms D AMD Missile
NIPRNET Interface dinat : omain Coordinator ESSM
poorainator] . Audio/ . ! -1 |Controller
Display Video Collaboratio "1 RAM
—_— Renderer A n Manager L ASROC
JTT/1BS Services Weapon (one per missile) Weanons
Domain SOW ———1_ MK 41 VLS
e |Coordinator W MK 57 VLS
DBR P eapon MK 29 GMLS
AMDR Sensor Mgmt Sensor Track Mgmt Domain . Combat Control —  Jeontrotier | =" 22 SMS
SPQ-9B Domain ’\Ijl)omaln Domain Scheduler oordinator SeaRAM
SPS-49A anager (one per weapon) MK 160 AGS
SPS-48E___ 5 Wi MK 160 GFCS
SPS-67 ove vvater it CIGS
SPS-73 I| Sensor Support Dom Logls_tlcs Ciwe
SPS-74 ontroller [Coordinator Services TTWCS
UPX-29 Multi- Tactical Tactical Readi H
Below Water Combat Ny L eadiness Data arpoon
UPX-37 (onejpenisenser) Sensor Source dentification Action Mission Assessor Reduction MK 36 DLS
CIws lcoordinator integrator | | Manager | LPlanners | Nulka
MK 9 — . : SLQ-32 EA
SLQ-32 Link Data | | Geodetic Zi‘;;g;‘ Reig'l'ﬁce Training E OTST
EDO ESM Manager Registration ) A I — 1 ATT
SEWIP [Services | [ Manager | Domaln Combat Sensor NIXIE
EO/IR H H 1 System Simulator/ NLOS
FLIR NaV|g_atI0n Ship Single Composite CC Support al r Trainer Stimulator
MH-60R Domain Movement Sensor Tracker Services e
_ 1 | raining | ASW
Towed Sonar Coordinator Dev E > [
~ Hull Sonar Bridge Y=Y Trainer W
Bridge System ——— Interface Planning A Sini?lztl)(?r
art Server Infrastructure Sl [T5 Core . Ew .
GPS Domain |Component | INetwork | [ y Interior Data fainer L
A Framework i 9" | lcomms Ship
Inertial / Gyro — - Control Ext. Comms)
Water Speed LOgG—, SOA Core Precision o N A . ~4 Simulator
Depth Sounder Services ; av & Tim Eedlgtlon |Extracl|9n/ CTralner
Magnetic Compass ————— omputer
METOC Sensors [Computing | Pistributed | Mlessagin: Data .S Security erformance Based Sa%il);frm
AIS Environment] | Objects | |Services Mamt Info Assur. Analyzer Training
Computing Equipment Domain Consoles | | Displays | | Cabinets | | Processors | | Storage | | Networks
Surface Navy Combat Systems Development Strategy Up  date — 12 January 2010 Distribution Statement A: Approved for Public Release: Distribution is unlimited



Surface Combat System Top Level Architecture
(ACB 12) Common Track Manager / Track Server Components

Operational Command & Control
GCCS, NE|CC, NCCT

Platform.Adaptation._..._____
q q q . -t 1] q
External Communications Display [ —Frmom Platiorm Vehicle Control
Domain Domain Specific _Specific Domain Vehicles
| GUIs | L _DisplayApps | — Fixed Wing
Link 16 DL Interface Launch/ MH-60R
STDLJ Common Core venice | [ena Vehicle Recovery | —_Small Boats
JRE . — Domain ‘oo?dilr(l:a(ior Sensor -_Module | UAV
Link 11 DL Interface Common Manager| [ foordinator]  ———y uov
Link 22 Controll Common ispl = - usv
ontroller Display . Vehicle Vehicle Vehicle
CDL-N Comms GUls Vehicle
-_ 1 Apps chedule Weapon Comms | |Controller
x [():S Itnte"rface Domain Coordinator | €oordinator] Missiles
_ ontroller Manager - MISSEes
DDS TACSIT GUI Remote | Operator SM-2
SATCOM Display Display Display Task [ SM-3
External t
SIPRNET Router CX erna Services Services Controller Manager Weap_on Mgrr AMD . — SM-6
— { omms Domain . Missile ESSM
NIPRNET Interface oordinator Audio/ [Coordinator H |Controller
e i i L 1 RAM
[BS Interface RDISS 2y Video COI,'JT boratio usw ASROC
—_— enderer ) n Manager .
JTT/1BS Services V[\)Isipa?: oordinator (one per missile) Weapons
SPY-1 L_Manage | |c S(:?Wt 1 ME g% x::g
DBR ) oordinator Weapon MK 25 GMLS
AMDR Sensor Mgmt Sensor Track Mgmt Domain . | Combat Control —  Jeontrotier | =" 22 SMS
SPQ-9B Domain ’\Ijl)on;aln Domain Scheduler oordinator SeaRAM
SPS-49A anager (one per weapon) MK 160 AGS
SPS-48E ] MK 160 GFCS
SPS-67 pbove Water System Track S D Logist CIGS
SPS-73 Sensor Manager upport omg Logistics Ciwe
SPS-74 ontroller [Coordinator Services TTWCS
UPX-29 Multi- Tactical Tactical Readi H
Eelow Wat ACHI eadiness Data arpoon
UPX-37 (one per sensor) eé)w ater Source C".".‘ba.‘ Action Mission Assessor ; MK 36 DLS
ensor dentification Reduction
CIws lcoordinator [ Integrator | | Manager | LPlanners | Nulka
MK 9 == o : SLQ-32 EA
SLQ-32 Link Data Geodetic Decision Ship Tra|n|ng Scenario OTST
5 3 Support Resource Controll
EDO ESM Manager Registration Services | | Manager Domain ontroller [ ATT
SEWIP I Combat Sensor NIXIE
EO/R o - 1 Knowledge System Simulator/ NLOS
FLIR NaV|g_at|0n Ship Single Composite CC Support T?/ainer “Hstimulator
MH-60R Domain Movement Sensor TraF():ker Services Trainim
Towed Sonar (Coordinator L | Dev Er%/ | AS_W =.|
~ Hull Sonar Bridge Trainer Weanon
Bridge System ——— Interface Planning ] Simulguor
Infrastructure Sl [T5 Core . EW .
GPs Domain |Component | INetwork | [ y Interior Data fainer L
i ECDIS-N Framework i 9" | lcomms - S
Inertial / Gyro Collector, Control Ext. Commg]
Water Speed LOgG—, SOA Core F?ensﬁﬂrlgg Precision ed?afi‘on Extrailia(‘)n/ After Action T:);nrgr ~L Simulator
Depth Sounder Navigation Services \ av & Tim X X Reviewer —
Magnetic Compass Data Fuser ——— Computer av Systen
METOC Sensors (Computing | Pistributed | Messagin Data .S Security, erformance| Based Simulator
AlS Environment| | Objects | [Services Mgmt_| |Info Assur. Analyzer Training

Computing Equipment Domain | Consoles | | Displays | | Cabinets | | Processors | | Storage | | Networks
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Surface Combat System Top Level Architecture
Phasing Common MH-60R Vehicle Control
Components in ACB 14 Through ACB 16

Operational Command & Control
GCCs, NEICC, NCCT

Platform Adaptation
I I
External Communications Display —— Er— Vehicle Control
Domain Domain Specific Specific Domain Vehicles
GUIs Display Apps Fixed Wing
MH-60R
Link 16 Launch/ Small Boats
sToLd Common Core Vehicle } Vehicle Recovery UAV
JRE Domain Vehvlcle SenEar L Module uuv
Link11 =——— - L Manager Coordinator § § o1 ginator usv
Link 22 CDL Interface IJC_ - - -I Common 1
Controll ommon "
coLy — . I “Guis Dlepiay venice [ venicee Vehicle MH-60R
Comms L Pps Scheduler Weapon Comms Controller
Domain Coordinator | fCoordinator 1 .
DS Manager Missiles
TACSIT Gul Remote Operator w2
i Displ Displ Task [— 3
SATCOM E— Dlsp_lay isplay isplay asl Weapon Mgmt SM-6
Services Services Controller Manager
SIPRNET Rouer Comms Domain IAMD Missile ESSM
NIPRNET Interface Coordinator Coordinator RAM
Audio/ - | Controller ASROC
Display Video Collaboration m
JTT/BS Renderer Services Manager -
Vg:ig?: (one per missile) Weanons
MK 41 VLS
SPY-1 Manager suw — MK 57 VLS
DBR . Coordinator Weapon MK 29 GMLS
AMDR Sensor Mgmt Soncor Track Mgmt Domain Combat Control Engagement L | controller —— RAMGHLS
- A . . — eal
S Domain Domain Domain Scheduler MK 160 AGS
SPS-49A Manager
SPS-48E (one per weapon) MK 160 GFCS
SPS-67 L g:\(/;vss
SPS-73 Above Water A
SPS-74 S Support Domain| Logistics TTWCS
UPX-29 e Services Harpoon
UPX-37 MK 36 DLS
cws Multi Tactical Tactical i Nulka
(one per sensor) Below Water - Combat Nl ootca Readiness Data SLQ-32 EA
MK Sensor Source Identification Action SIS Assessor Reduction OTST
SLQ-32 " Integrator Manager Planners
EDO ESM Coordinator ,\f;;l'E
SEWIP i n .
EO/R Link Data Geodetic Decision Ship Training NLOS
M; Registration S Resource i :—.
FLIR anager 9 Services Manager Domaln
MH-60R
Towed Sonar .. T Combat MH-60R
Hull Sonar NaVIgatlon L 1 9 System L § Simulator
. Ship MH-60R c CC Support Manager Trainer L
Domain M t Radar/IFF omposite Services
ovemen Tracker Training
Coordinator Tracker 1 ASW =‘I
Dev Env Trainer
. Bridge W
Bridge System =~ =—— Interface Planning | g ealpton
Controller Chart Server Infrastructure Core Ew o Simulator
0 C.s. C.S. LAN C.s. Trainer
Domain Component Network iy Interior Data —
vGPS Framework Security o Comms Collector Shi L
wln1emgl ! Gélrf Con:?ol Ext. Comms
ater speed Log Computing . Data Data - ! 1| Simulator
Depth Sounder T SSOA Core Resource NPre(cg:s_Il_(_m Mediation Extraction / After Action Trainer
Magnetic Compass ervices Mar av & Timel I qonyices Recording Reviewer
METOC Sensors rm Computer Nav System
AlS Computing Distributed Messaging Data C.S Security/ Performance Based Simulator
Environment Objects Services Mgmt Info Assur. Analyzer Training
Computing Equipment Domain Consoles | | Displays | | Cabinets | | Processors | | Storage | | Networks
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Combat Systems Engineering
Strategy Summary

¢ Transitioning to network-based COTS computing
environment which enables significant computing and
warfighting improvements in current and future force

¢ Establishing a Combat System based on a common
objective architecture with products applicable to
multiple ship classes

— Government owned architecture and authenticated interfaces

¢ Conducting Combat System development through
disciplined systems engineering principles and
processes

¢ Future Surface Combat Systems will be created from
existing and new development components
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